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Exponential Smoothing

= Exponential smoothing is a standard way to produce forecasts
We will focus on linear specification

® | arge range specifications including multiplicative models
Linear with logs is a simple way to have a multiplicative model
Observed data are { X1, Xo,..., X7}
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Simple Exponential Smoothing

Random Walk

® The basic EWMA, which is known as Simple Exponential Smoothing (SES)
® Defined using the recursion

XT-H\T =aXr+ (1 —-a) XT|T—1

® The first forecast is . .
X2|1 = OéXl + (1 - Oé) X1|O

" X, is an initial value that is not from the data.
» Often setto X;

® o (and X)) is commonly estimated using least squares




Underlying Model

® Optimal forecast for an Integrated MA(1)

XT+1 =Xr— (1 — Oé) €T + €141

Er[Xrai]=Xr—(1—a)er
r=Xr—Xr 1+ (1—-—a)er
=Er [ Xrp]=Xr—(1-a)Xr+(1—a)Xr—1 — (1 —a)’er—
=aXr+(1l—-—a)Xr—1—(1-— a)2 €T_1
=aXr+(1—a)Xr—1—(1- oz)2 Xr—1+(1— CM)QXT_Q —-(1- oz)3 €T_o
=aXr4+a(l-a)Xr 1+ (1-a)’Xro+ (1 —a)er_s

® |[f we assume ¢g =0

T
7 [ Xr41] = Z 1—a) Xr_;
i=0



Forecasts and Prediction Intervals

® Forecasts are always a random walk

XT+h|T = XT+1|T

® Prediction Intervals are simple using the IMA analogy

PI = [XTWT ~1.960\/1+ (h— 1) a2, Xqppyr + 1.960\/1+ (h— 1) aﬂ




Understanding Prediction Errors

® Note that 2-step forecast error is

Xryo — Er [Xrgo] = Xryo — Er [Xpg4]
=Xrio— (Xr—(1—a)er)
=Xrp—(1—a)erpr+erpo— (Xr— (1 —a)er)
=(Xr — (1 —-a)er +eri1)
—(1-a)eryr +erra — (X7 — (1 —a)er)
=ery1— (1 —a)eryr +eria
= Q€r41 + €742

® Same structure continues for any horizon, so

h—1
Xrin —Er [Xrin] = erqn + Z QET 4

i=1



Conclusions

® Simple Exponential Smoothing is an EWMA
® Forecasts are identical for all horizons
® Depends on two parameters

» «: the smoothing parameter
» Xjo: the initial value
» Estimate one or both using LS

® Optimal forecast for an Integrated MA(1)




Exponential Smoothing: Trend
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Holt's Model

Random Walk with Drift
= EWMAs extent to include trends using a two-equation system
Xrinr =Lz + hBr
Lr=aXr+(1—a)(Lr—1+ Br_1)
Br =p(Lr — Lr—1)+ (1 = B) Br—y
® Can recursively substitute to gain some insights

Xty = Lr + Br

=aXr+(1—-a)(Lr—1+ Br—1)+ Br
aXr+(1—-a)(aXr—1+ (1 —a)(Ly—2+ Br_2))+Br+ (1 —«a)Br_1
aXr+a(l—a)Xr_1+(1—a)’Ly_s+Br+ (1 —a)Br_1 + (1 — )’ Br_,




Trend Smoother

® Holt's model contains two exponential smoothers
® Each of the By terms are exponential smoothers

By =p(Ly—Lp_1) +(1—8)Br_1
—_—

Innovation to levels

® Known as double exponential smoothing
® Parameters are o« and 3
Initial values Ly and B, can be estimated

Typical fixed values are Ly = X; and By are (X,, — X;)/(n—1) forsomen <T
» Common to choose n = 2




Damped Trends

Limiting Trend Effects

® Dampening adds another option
® | ocal trend growth but ultimately finite

Xrinr =Lr+ (¢+¢* +...+¢") Br
Ly =aXr+ (1 — Oé) (LT—l + ¢BT_1)
Br=8(Ly—Ly_1)+ (1 —5)¢Br_4

® | ong-run forecast converges to

. ¢
Jim Xpypr = Ly + ﬂBT
® ¢ is usually forced to be large
» Damped trend forecast is not too far from the trend over short horizons
m |f ¢ ~ 1 then difficult to distinguish from undamped model
® Usually restricted to 0.8 < ¢ < 0.98

® |n practice, damping helps



Holt-Winters

Random walk with drift and Seasonality

® Seasonality is added to produce the Holt-Winters model
® Four equation system

XT—&-h\T = Lp + hBr + Sth—m(k+1)
Lr =a(Xr —Sr—m) + (1 —a) (Lr—1 + Br—1)
Deseasonalized
Br =p(Ly — Lr—1)+ (1 = B8) Br—y
St =~(Xr —Lr—1—Br_1)+ (1 —7)Sr—m

Surprise rel Level and Trend

m System of 2 + m smoothers
® Each seasonality is as its own EWMA/SES using a modified shock
" k=[(h—1)/m]



Damped Trend

Limiting Trend Effects

® Can be damped to reduce trend effects

XT+h\T =Lt + (¢ + ¢ +... + d)h) Br + ST h—m(k+1)
Lr=a(Xr—Sr—m)+ (1 —a)(Lyr_1+ ¢Br_1)
Br =B (Lr — Lr—1) + (1 = B) ¢Br—1
Sr=vXr—Lr_1 —@Br_1)+ (1 —=7)Sr—m

® Damping parameter 0.8 < ¢ < 0.98




Prediction Intervals

® 95% prediction intervals are complicated in the larger models
PI = [ Xpyur % 1.9600]

® Trend )
Yi=1+(h—1) [a2 + a?Bh + 6a262h (2h — 1)]

® Damped Trend

afoh

(1-¢)°

e —oh ,
ey o) e (120 ")

Ui =l +a® (h—1)+

2a(1—¢) +aBd]

= Holt-Winters
P2 =1+ (h—1) [a2 +a?Bh + %aQﬁQh(Qh — 1)} + k{20 +v+afm (k+ 1)}

® Damped Holt-Winters: Too long to type!



Conclusions

® Holt's Models includes two exponential smoothers
» Level and Trend

= The Holt-Winters Model uses 2 + m exponential smoothers
» Level, Trend, and Seasonal (m)

= Damping the trend adds additional flexibility

» Limits the long-run effect of the trend on the forecast
» Generally improves performance

® Prediction intervals are available for all four specifications




