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The Theta Method Overview
� A method closely related to SES with a modified trend model
� Winner of the M3 competition
� Key parameter is θ

I User Choice
I Standardard choice is to equally weight models with θ = 0 and θ = 2
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The Theta Method
� Observed time series is Xt, t = 1, 2, . . . , T

� Transform to a surrogate series
∆2Yt,θ = θ∆2Xt

� This can be shows to relate the the levels as

Yt,θ = aθ + bθ (t− 1) + θXt

I aθ and bθ are constants
I Yt,θ is called the theta line
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Estimation of constants
� Given θ, aθ and bθ can be found using OLS

T∑
t=1

(Xt − Yt,θ)
2

=

T∑
t=1

(Xt − aθ − bθ (t− 1) − θXt)
2

=

T∑
t=1

((1 − θ)Xt − aθ − bθ (t− 1))
2

� This is just the regression
(1 − θ)Xt = aθ + bθ (t− 1) + εt

� The estimators are then

âθ = (1 − θ) X̄ − b̂θ (T − 1) /2

b̂θ =
6 (1 − θ)

T 2 − 1

(
2

T

T∑
t=1

tXt − (T + 1) X̄

)
� θ = 0 corresponds to a standard regression on a time trend
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Forecasts
� The original paper forecast the series as

X̂T+h|T =
1

2

(
ŶT+h|T,0 + ŶT+h|T,2

)
ŶT+h|T,0 = â0 + b̂0 (T + h− 1)

ŶT+h|T,2 = α

T−1∑
i=0

(1 − α)
i
YT−i,2 + (1 − α)

T
Y1,2︸︷︷︸

Parameter

� ŶT+h|T,2 is a standard forecast from a SES (EWMA)
I α is a smoothing parameter to be estimated
I Initial value Y1,2 is also be estimated
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Forecasting
Alternative Expression

� These equations can be shown to be equivalent to

X̂T+h|T = X̃T+h|T +
1

2
b̂0

(
h− 1 +

1

α
− (1 − α)

T

α

)

X̃T+h|T = α

T−1∑
i=0

(1 − α)
i
XT−i + (1 − α)X1

� The forecast is then the SES of Xt plus a constant and trend
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Assumed Model
� The underlying model can be shown to be

Xt = Xt−1 + b+ (α− 1) εt−1 + εt

� Integrated MA(1) with a drift where b = b̂0/2
� Easy to show that one-step forecasts is

XT+1|T = XT + b+ (α− 1) εt

� Multistep follows from inverting the MA

εt = Xt −Xt−1 − b− (α− 1) εt−1

= Xt −Xt−1 − b− (1 − α) (Xt−1 −Xt−2 − b− (1 − α) εt−2)

= . . .

= α

T−1∑
i=0

(1 − α)
i
XT−i + (1 − α)

T
X1︸ ︷︷ ︸

SES

+
b

α
[1 − (1 − α)

n
] + (1 − α)

n
ε1︸︷︷︸

Asm. 0

= X̃T+1|T
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Forecasting and Prediction Intervals
� Using relationship between IMA and SES

XT+1|T = α

T−1∑
i=0

(1 − α)
i
XT−i + (1 − α)

T
X1︸ ︷︷ ︸

SES

+
b

α
[1 − (1 − α)

n
] + (1 − α)

n
ε1︸︷︷︸

Asm. 0

= X̃T+1|T +
b

α

[
1 − (1 − α)

T
]

XT+h|T = X̃T+1|T + b

[
h− 1 +

1

α
− (1 − α)

T

α

]

I α ≈ 1 then the trend is bh
I Smaller values dampen the trend

� Alternative: Estimate parameters using MLE and the MA

∆Xt = b+ (α− 1) εt−1 + εt
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Conclusions
� The Theta Method is simple to implement
� Combines SES and a linear trend model
� Two parameters: b0 and α

I b0 estimated using a standard time-trend model
I α as part of optimizing the SES forecast
I Alternatively jointly estimate both using MLE

� In practice damps the trend in the forecast
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